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1. INTRODUCTION

In this paper, we use suitable Lyapunov functionals and give conditions for the stability, uniform stability, and exponential stability of the zero solution of different types of dynamic systems on time scales. Our considered systems will be variations of the general dynamic system

\[ x^A(t) = G(t, x(t), x(\delta(t))), \quad t \in [t_0, \infty)_T \tag{1.1} \]

on an arbitrary time scale \( T \) which is unbounded above and 0 \( \in T \). Here the function \( G \) is rd-continuous, where \( x \in \mathbb{R}^n \) and \( G : [t_0, \infty)_T \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) with \( G(t, 0, 0) = 0 \). the delay function \( \delta : [t_0, \infty)_T \rightarrow [\delta(t_0), \infty)_T \) is strictly
increasing, invertible and delta differentiable such that \( \delta(t) < t, |\delta^\Delta(t)| < \infty \) for \( t \in \mathbb{T} \), and \( \delta(t_0) \in \mathbb{T} \).

For each \( t_0 \in \mathbb{T} \) and for a given rd–continuous initial function \( \psi := [\delta(t_0), t_0] \rightarrow \mathbb{R}^n \), we say that \( x(t) := x(t; t_0, \psi) \) is the solution of (1.1) if \( x(t) = \psi(t) \) on \( [\delta(t_0), t_0] \) and satisfies (1.1) for all \( t \geq t_0 \).

We say \( V : [\delta(t_0), \infty) \times \mathbb{R}^n \rightarrow [0, \infty) \) is a type I Lyapunov functional on \( [\delta(t_0), \infty) \times \mathbb{R}^n \) when

\[
V(t,x) = \sum_{i=1}^{n} \left( V_i(x_i) + U_i(t) \right),
\]

where each \( V_i : \mathbb{R} \rightarrow \mathbb{R} \) and \( U_i : [\delta(t_0), \infty) \rightarrow \mathbb{R} \) are continuously differentiable. Next, we extend the definition of the derivative of a type I Lyapunov function to type I Lyapunov functionals. If \( V \) is a type I Lyapunov functional and \( x \) is a solution of equation (1.1), then we have

\[
[V(t,x)]^\Delta = \sum_{i=1}^{n} \left( V_i(x_i(t)) + U_i(t) \right)^\Delta
= \int_{0}^{1} \nabla V [x(t) + h\mu(t)G(t,x(.))] \cdot G(t,x(.))dh + \sum_{i=1}^{n} U_i^\Delta(t)
\]

where \( \nabla = (\partial/\partial x_1, \cdots, \partial/\partial x_n) \) is the gradient operator. This motivates us to define \( \dot{V} : [\delta(t_0), \infty) \times \mathbb{R}^n \rightarrow \mathbb{R} \) by

\[
\dot{V}(t,x) = [V(t,x)]^\Delta.
\]

Continuing in the spirit of [12], we have

\[
\dot{V}(t,x) = \begin{cases} 
\sum_{i=1}^{n} \frac{V_i\left(x_i+\mu(t)G_i(t,x(.))\right)-V_i(x_i)}{\mu(t)} + \sum_{i=1}^{n} U_i^\Delta(t), & \text{when } \mu(t) \neq 0, \\
\nabla V(x) \cdot G(t,x(.)) + \sum_{i=1}^{n} U_i^\Delta(t), & \text{when } \mu(t) = 0.
\end{cases}
\]

We also use a continuous strictly increasing function \( W_i : [0, \infty) \rightarrow [0, \infty) \) with \( W_i(0) = 0, W_i(s) > 0 \) if \( s > 0 \) for each \( i \in \mathbb{Z}^+ \).
2. CALCULUS ON TIME SCALES
WITH PRELIMINARY RESULTS

An introduction with applications and advances in dynamic equations are given in [7, 8]. In this section, we only mention necessary basic results on time scales. We have two jump operators, namely the \textit{forward jump operator} and the \textit{backward jump operator}

$$\sigma(t) := \inf\{s > t : s \in \mathbb{T}\}, \quad \rho(t) := \sup\{s < t : s \in \mathbb{T}\}$$

for all $t \in \mathbb{T}$, respectively. Therefore, there might be four types of points in a time scale, i.e., $\sigma(t) > t$ (right-scattered point $t$), $\rho(t) < t$ (left-scattered point $t$), $\sigma(t) = t$ (right-dense point $t$), and $\rho(t) = t$ (left-dense point $t$). Also $\mu : \mathbb{T} \mapsto [0, \infty)$ defined by $\mu(t) := \sigma(t) - t$ gives the distance between two points in a time scale.

Assume $x : \mathbb{T} \mapsto \mathbb{R}^n$. Then we define $x^\Delta(t)$ to be the vector (provided it exists) with the property that given any $\epsilon > 0$, there is a neighborhood $U$ of $t$ such that

$$\left| [x_i(\sigma(t)) - x_i(s)] - x_i^\Delta(t)[\sigma(t) - s] \right| \leq \epsilon |\sigma(t) - s|$$

for all $s \in U$ and for each $i = 1, 2, \cdots, n$. We call $x^\Delta(t)$ the \textit{delta derivative} of $x(t)$ at $t$, and it turns out that $x^\Delta(t) = x'(t)$ if $\mathbb{T} = \mathbb{R}$ and $x^\Delta(t) = x(t+1) - x(t)$ if $\mathbb{T} = \mathbb{Z}$. If $G^\Delta(t) = g(t)$, then the Cauchy integral is defined by

$$\int_a^t g(s) \Delta s = G(t) - G(a).$$

It can be shown that for each continuous function $f : \mathbb{T} \mapsto \mathbb{R}^n$ at $t \in \mathbb{T}$

$$f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\mu(t)} \text{ for right-scattered point } t$$

and if the limit exists

$$f^\Delta(t) = \lim_{s \to t} \frac{f(t) - f(s)}{t - s} \text{ for right-dense point } t.$$
and
\[
\left( \frac{f}{g} \right)^{\Delta}(t) = \frac{f^{\Delta}(t)g(t) - f(t)g^{\Delta}(t)}{g(t)g^{\sigma}(t)} \quad \text{if} \quad g(t)g^{\sigma}(t) \neq 0.
\]
for differentiable functions \( f, g : \mathbb{T} \mapsto \mathbb{R}^n \) at \( t \in \mathbb{T} \). We also have the following simple useful formula
\[
f^{\sigma}(t) = f(t) + \mu(t)f^{\Delta}(t), \quad \text{where} \quad f^{\sigma} = f \circ \sigma. \quad (2.2)
\]
We say \( f : \mathbb{T} \mapsto \mathbb{R} \) is rd-continuous provided \( f \) is continuous at each right-dense point \( t \in \mathbb{T} \) and whenever \( t \in \mathbb{T} \) is left-dense \( \lim_{s \to t^-} f(s) \) exists as a finite number.

The following chain rule is due to Poetzsche.

**Theorem 2.1.** Let \( f : \mathbb{R} \mapsto \mathbb{R} \) be continuously differentiable and suppose \( g : \mathbb{T} \mapsto \mathbb{R} \) is delta differentiable. Then \( f \circ g : \mathbb{T} \mapsto \mathbb{R} \) is delta differentiable and the formula
\[
(f \circ g)^{\Delta}(t) = \left\{ \int_0^1 f'(g(t) + h\mu(t)g^{\Delta}(t)) \, dh \right\} g^{\Delta}(t) \quad (2.3)
\]
holds.

Next, we define an exponential function on a time scale in order to obtain exponential stability of the zero solution of (1.1). We say that \( p : \mathbb{T} \mapsto \mathbb{R} \) is regressive provided \( 1 + \mu(t)p(t) \neq 0 \) for all \( t \in \mathbb{T}^\kappa \). We define the set \( \mathcal{R} \) of all regressive and rd-continuous functions. We define the set \( \mathcal{R}^+ \) of all positively regressive elements of \( \mathcal{R} \) by \( \mathcal{R}^+ = \{ p \in \mathcal{R} : 1 + \mu(t)p(t) > 0 \} \) for all \( t \in \mathbb{T}^\kappa \). If \( p \in \mathcal{R} \), then the exponential function \( e_p(t,t_0) \) is for each fixed \( t_0 \in \mathbb{T} \) the unique solution of the initial value problem
\[
x^{\Delta} = p(t)x, \quad x(t_0) = 1
\]
on \( \mathbb{T} \). Under the addition on \( \mathcal{R} \) defined by
\[
(p \oplus q)(t) = p(t) + q(t) + \mu(t)p(t)q(t), \quad t \in \mathbb{T}^\kappa
\]
is an Abelian group (see [7]), where the additive inverse of \( p \), denoted by \( \ominus p \), is defined by
\[
(\ominus p)(t) = \frac{-p(t)}{1 + \mu(t)p(t)}, \quad t \in \mathbb{T}^\kappa.
\]
We also define the “circle minus” subtraction $\ominus$ on $\mathcal{R}$ by
\[
(p \ominus q)(t) := (p \oplus (\ominus q))(t), \quad t \in \mathbb{T}^\kappa.
\] (2.4)

Therefore,
\[
(p \ominus q)(t) = \frac{p(t) - q(t)}{1 + \mu(t)q(t)}, \quad t \in \mathbb{T}^\kappa.
\]

We use the following properties of the exponential function $e_p(t,s)$ which are proved in Bohner and Peterson [7].

**Theorem 2.2.** If $p,q \in \mathcal{R}$, then for $t,s,r,t_0 \in \mathbb{T}$

(i) $e_p(t,t) \equiv 1$ and $e_0(t,s) \equiv 1$;

(ii) $e_p(\sigma(t), s) = (1 + \mu(t)p(t)) e_p(t,s)$;

(iii) $\frac{1}{e_p(t,s)} = e_{\ominus p}(t,s) = e_p(s,t)$;

(iv) $\frac{e_p(t,s)}{e_q(t,s)} = e_{p\ominus q}(t,s)$;

(v) $e_p(t,s)e_q(t,s) = e_{p\oplus q}(t,s)$;

(vi) $e_p(t,r)e_p(r,s) = e_p(t,s)$.

The following properties of the exponential function on $\mathbb{T}$ can be found in [5].

**Theorem 2.3.** Let $t_0 \in \mathbb{T}$.

(i) If $p \in \mathbb{R}^+$, then $e_p(t,t_0) > 0$ for all $t \in \mathbb{T}$.

(ii) If $p \geq 0$, then $e_p(t,t_0) \geq 1$ for all $t \geq t_0$. Therefore, $e_{\ominus p}(t,t_0) \leq 1$ for all $t \geq t_0$.

Also, it follows from Bernoulli’s inequality ([7], Theorem 6.2]) that for any time scale, if the constant $\lambda \in \mathbb{R}^+$, then
\[
0 < e_{\ominus \lambda}(t,t_0) \leq \frac{1}{1 + \lambda(t - t_0)}, \quad t \geq t_0.
\]

It follows that
\[
\lim_{t \to \infty} e_{\ominus \lambda}(t,t_0) = 0.
\]
In particular, if $T = \mathbb{R}$, then $e_{\otimes \lambda}(t, t_0) = e^{-\lambda(t-t_0)}$ and if $T = \mathbb{Z}^+$, then $e_{\otimes \lambda}(t, t_0) = (1 + \lambda)^{(t-t_0)}$. For the growth of generalized exponential functions on time scales, see Bodine and Lutz [4].

3. STABILITY

We begin this section by stating stability definitions. Then, we use Lyapunov functions/functionals and obtain result concerning the stability of the zero solution.

We define

$$E_{t_0} = [\delta(t_0), t_0]_T$$

which we call the *initial interval*. For $x \in \mathbb{R}^n$, $|x|$ denotes the Euclidean norm of $x$. For any $n \times n$ matrix $A$, $|A|$ will denote any compatible norm so that $|Ax| \leq |A||x|$. Let $C(t)$ denote the set of rd-continuous functions $\phi : [\delta(t_0), t]_T \to \mathbb{R}^n$ and $||\phi|| = \sup\{|\phi(s)| : \delta(t_0) \leq s \leq t\}$.

**Definition 3.1.** The zero solution of (1.1) is stable if for each $\varepsilon > 0$ and each $t_0 \geq 0$, there exists a $\delta = \delta(\varepsilon, t_0) > 0$ such that $[\phi \in E_{t_0} \to \mathbb{R}^n, \phi \in C(t) : ||\phi|| < \delta]$ implies $|x(t, t_0, \phi)| < \varepsilon$ for all $t_0 \geq 0$.

**Definition 3.2.** The zero solution of (1.1) is uniformly stable (US) if it is stable and $\delta$ is independent of $t_0$.

**Definition 3.3.** The zero solution of (1.1) is asymptotically stable (AS) if it is stable and if for each $t_0 \geq 0$ there is an $\eta > 0$ such that $[\phi \in E_{t_0} \to \mathbb{R}^n, \phi \in C(t) : ||\phi|| < \eta]$ implies that any solution of (1.1) $|x(t, t_0, \phi)| \to 0$ as $t \to \infty$. If this is true for any $t_0$ and any $\eta$, then $x = 0$ is globally asymptotically stable (GAS).

**Definition 3.4.** The zero solution of (1.1) is uniformly asymptotically stable (UAS) if it is uniformly stable and if there exists an $\eta > 0$ and for each $\nu > 0$ there exists a $T > t_0$ such that $[t_0 \geq 0, \phi \in E_{t_0} \to \mathbb{R}^n, \phi \in C(t) : ||\phi|| < \eta, t \geq T]$ implies that any solution of (1.1) satisfies $|x(t, t_0, \phi)| < \nu$.

**Definition 3.5.** We say that the zero solution of (1.1) is *exponentially asymptotically stable* on $[\delta(t_0), \infty)_T$ if there exist a positive constant $d$, a constant...
$C \in \mathbb{R}^+$, and an $M > 0$ such that for any solution $x(t, t_0, \phi)$ of (1.1),

$$\|x(t, t_0, x_0)\| \leq C(|\phi|, t_0) (e^{-M(t, t_0)})^d, \quad \text{for all } t \in [t_0, \infty)_T$$

where $C(|\phi|, t_0)$ is a constant depending on $|\phi|$ and $t_0$, $\phi$ is a given continuous and bounded initial function. It is uniformly asymptotically stable if $C$ is independent of $t_0$.

Let $C_{rd}(\mathbb{T}, \mathbb{R})$ be the space of all right-dense continuous functions from $\mathbb{T}$ into $\mathbb{R}$.

Let $f : [t_0, \infty)_T \times \mathbb{R}^n \mapsto \mathbb{R}^n$ with $f(t, 0) = 0$ and consider the nonlinear dynamical system

$$x^\Delta = A(t)x(t) + f(t, x), \quad x(t_0) = x_0, \quad t \in [t_0, \infty)_T \tag{3.1}$$

where $A(t)$ is $k \times k$ matrix such that all of its entries belong to $C_{rd}(\mathbb{T}, \mathbb{R})$ and and $x$ is $k \times 1$ vector. If $D$ is a matrix, then $|D|$ means the sum of the absolute values of the elements. For what to follow we write $x$ for $x(t)$.

In the case $f(t, x) = 0$, then stability results can be found in [10].

For what to follow we write $A$ to represent $A(t)$. For the next theorems, we take the initial function to be $x_0$ at $t_0$ with $E_{t_0} = \{t_0\}$, and hence the stability definitions are understood to be modified accordingly. This is due to the fact that (3.1) has no delay.

The next theorem will show that the stability of (3.1) depends only on the stability of linear part when the function $f$ is uniformly bounded in $t$ and $x$.

**Theorem 3.6.** Assume there are positive constants $\alpha^2, \beta^2$ and $k \times k$ positive definite constant symmetric matrix $B$ such that

$$\alpha^2 x^T x \leq x^T B x \leq \beta^2 x^T x. \tag{3.2}$$

Also, assume that there are constants $\gamma_1, \gamma_2$ so that

$$2|B||f(t, x)| \leq \gamma_1 |x| \tag{3.3}$$

and

$$2\mu(t)|f(t, x)||BA| \leq \gamma_2 |x| \tag{3.4}$$
uniformly for $t \in [t_0, \infty)$. If there exists positive constant $\xi$, where $-\frac{\xi}{\beta^2} \in \mathbb{R}^+$ and

$$A^T B + BA + \mu(t)A^T BA \leq -\xi I,$$

where $-\xi + \gamma_1 + \gamma_2 \leq 0$, then the zero solution of (3.1) is uniformly stable.

**Proof.** Let the matrix $B$ be defined by (3.10) and define

$$V(t, x) = x^T Bx.$$  \hspace{1cm} (3.6)

Here $x^T x = x^2 = (x_1^2 + x_2^2 + \cdots + x_k^2)$. Using the product rule given in (2.1) we have along the solutions of (3.1) that

$$\dot{V}(t, x) = (x^\Delta)^T Bx + (x^\sigma)^T Bx^\Delta$$

$$= (x^\Delta)^T Bx + (x + \mu(t)x^\Delta)^T Bx^\Delta$$

$$= (x^\Delta)^T Bx + x^T Bx^\Delta + \mu(t)(x^\Delta)^T Bx^\Delta$$

$$= x[A^T B + BA + \mu(t)A^T BA]^T x^T$$

$$+ 2x^T Bf(t, x) + \mu(t)f^T(t, x)BAx + \mu(t)x^T A^T Bf(t, x)$$

$$+ \mu(t)f^T(t, x)Bf(t, x)$$

$$= x[A^T B + BA + \mu(t)A^T BA]^T x^T$$

$$+ 2x^T Bf(t, x) + 2\mu(t)f^T(t, x)BAx + \mu(t)f^T(t, x)Bf(t, x)$$

$$\leq -\xi|x|^2 + 2|x||B||f(t, x)| + 2\mu(t)|f(t, x)||BA||x| + \mu(t)|B||f^2(t, x)$$

$$\leq (-\xi + \gamma_1 + \gamma_2)|x|^2 \leq 0.$$

Since $V$ is decreasing, we have from (3.6) that for $t \geq t_0$

$$x^T(t)Bx(t) \leq x^T(t_0)Bx(t_0) = x_0^T Bx_0.$$  

Thus, by (3.7) we have

$$\alpha^2 x^T x \leq x^T(t)Bx(t) \leq x_0^T Bx_0.$$  

Let $\epsilon > 0$ be given and chose $\delta = \frac{\epsilon}{\sqrt{|B|}}$. For $|x_0| < \delta$, we obtain from the above inequality that

$$|x(t)| \leq |x_0|\sqrt{|B|} < \delta\sqrt{|B|} < \epsilon.$$  

$\square$
The next theorem will show that the stability of (3.1) depends only on the stability of linear part when the function \( f \) is small enough near zero.

**Theorem 3.7.** Assume there are positive constants \( \alpha^2, \beta^2 \) and \( k \times k \) positive definite constant symmetric matrix \( B \) such that

\[
\alpha^2 x^T x \leq x^T B x \leq \beta^2 x^T x.
\]  

(3.7)

Also, assume that

\[
\lim_{|x| \to 0} \frac{|f(t, x)|}{|x|} = 0,
\]  

(3.8)

and

\[
\lim_{|x| \to 0} \frac{\mu(t)|f(t, x)||BA|}{|x|} = 0,
\]  

(3.9)

uniformly for \( t \in [t_0, \infty)_T \).

If there exists positive constant \( \xi \), where \(-\frac{\xi}{\beta^2} \in \mathbb{R}^+\) and

\[
A^T B + BA + \mu(t)A^T BA \leq -\xi I,
\]  

(3.10)

then the zero solution of (3.1) is uniformly exponentially asymptotically stable.

**Proof.** Let the matrix \( B \) be defined by (3.10) and define

\[
V(t, x) = x^T Bx.
\]

Here \( x^T x = x^2 = (x_1^2 + x_2^2 + \cdots + x_k^2) \). Using the product rule given in (2.1) we have along the solutions of (3.1) that

\[
\dot{V}(t, x) = (x^\Delta)^T B x + (x^\sigma)^T B x^\Delta
\]

\[
= (x^\Delta)^T B x + (x + \mu(t) x^\Delta)^T B x^\Delta
\]

\[
= (x^\Delta)^T B x + x^T B x^\Delta + \mu(t)(x^\Delta)^T B x^\Delta
\]

\[
= x[A^T B + BA + \mu(t)A^T BA] x^T
\]

\[
+ 2x^T B f(t, x) + \mu(t)f^T(t, x)BAx + \mu(t)x^T A^T B f(t, x)
\]

(3.11)

\[
+ \mu(t)f^T(t, x)B f(t, x)
\]

\[
= x[A^T B + BA + \mu(t)A^T BA] x^T
\]

\[
+ 2x^T B f(t, x) + 2\mu(t)f^T(t, x)BAx + \mu(t)f^T(t, x)B f(t, x)
\]

\[
\leq -\xi |x|^2 + 2|x||B||f(t, x)| + 2\mu(t)|f(t, x)||BA||x| + \mu(t)|B|f^2
\]  

(3.12)
by (3.10). Conditions (3.8) and (3.9) allow us to find $\gamma > 0$ small enough so that
$$|x| \leq \gamma, \text{ for } t \in [t_0, \infty)_T,$$
which implies that
$$2|B||f(t, x)| \leq \frac{\xi}{4}|x|, \quad 2\mu(t)|f(t, x)||BA| \leq \frac{\xi}{4}|x|, \quad \mu(t)|B|f^2(t, x) \leq \frac{\xi}{4}|x|^2.$$
(3.13)

Substituting (3.13) into (3.11) and by making use of (3.7), we arrive at
$$\dot{V}(t, x) \leq -\frac{\xi}{4}x^T x \leq -\frac{\xi}{4\beta^2}x^T Bx = -\frac{\xi}{4\beta^2}V(t, x).$$
(3.14)

It is easy to see that (3.14) gives
$$V(t, x) \leq V(t_0, x(t_0))e^{-\frac{\xi}{\beta^2}(t, t_0)}.$$ 
(3.15)

Thus, by (3.7) and (3.14) we have that
$$\alpha^2 x^T x \leq V(t, x) \leq V(t_0, x(t_0))e^{-\frac{\xi}{\beta^2}(t, t_0)} \leq \beta^2 x^T(t_0)x(t_0)e^{-\frac{\xi}{\beta^2}(t, t_0)}$$
Since, $x^T x = |x|^2$, we obtain from the last inequality that
$$|x(t)| \leq \frac{\beta}{\alpha}|x_0|(e^{-\frac{\xi}{\beta^2}(t, t_0)})^{\frac{1}{2}}.$$

Example 3.8. Let $\mathbb{T}$ be a time scale such that $0 \leq \mu(t) < \frac{4}{5}$, $\mu(t)|g(t)| \leq M_1$ and $|g(t)| \leq M_2$, for all $t \in [t_0, \infty)_T$, for positive constants $M_1$ and $M_2$. We consider the nonlinear system
$$x^\Delta = \begin{pmatrix} -2 & 1 \\ -1 & -2 \end{pmatrix} x + \frac{g(t)}{\sqrt{2}} \begin{pmatrix} x_1^2 + x_2^2 \\ x_1^2 + x_2^2 \end{pmatrix}$$
(3.16)
Choose $B = I$. Then

$$A^T B + BA + \mu(t)A^T BA = (5\mu(t) - 4)I \leq -\xi I,$$

for some positive $\xi$.

Since $B = I$, condition (3.7) is satisfied with $\alpha^2 = \beta^2 = 1$. Thus, $\frac{-\xi}{\beta^2} = -\xi$. In addition, $1 - \mu(t)\xi > 0$, which implies that $\frac{-\xi}{\beta^2} \in \mathcal{R}_+$. Also, it is easy to check that conditions (3.8) and (3.9) are satisfied. Thus, we have shown that the zero solution of the system (3.16) is uniformly exponentially stable.

Next we display couple time scales that satisfy the requirement of Example 3.1.

1) Let $H_0 = 0$, and $H_n = \sum_{k=1}^{n} \frac{1}{2k}$, for $n \in \mathbb{N}$. Consider the time scale

$$T_1 = \{H_n : n \in \mathbb{N}_0\},$$

then $\mu(H_n) = H_{n+1} - H_n = \frac{1}{2n+2}$.

2) For $a, b > 0$, with $b < \frac{4}{5}$, we consider the time scale

$$T_2 = \bigcup_{k=0}^{\infty} [k(a + b), k(a + b) + a].$$

Then

$$\mu(t) = \begin{cases} 
0, & t \in \bigcup_{k=0}^{\infty} [k(a + b), k(a + b) + a] \\
b, & t \in \bigcup_{k=0}^{\infty} \{k(a + b) + a\}.
\end{cases}$$

**Example 3.9.** Let $\mathbb{T}$ be a time scale such that $\mu(t)|g(t)||BA| \leq M_1$ and $|g(t)| \leq M_2$, for all $t \in [t_0, \infty)_{\mathbb{T}}$, for positive constants $M_1$ and $M_2$. Consider the nonlinear system

$$x^\Delta = \begin{pmatrix} -1 & 0 \\ 0 & -a(t) \end{pmatrix} x + \frac{g(t)}{\sqrt{2}} \begin{pmatrix} x_1^2 + x_2^2 \\ x_1^2 + x_2^2 \end{pmatrix} \quad (3.17)$$

Choose $B = I$. Then

$$A^T B + BA + \mu(t)A^T BA = \begin{pmatrix} \mu(t) - 2 & 0 \\ 0 & (\mu(t)a(t) - 2)a(t) \end{pmatrix} := A^*$$

Now for any $2 \times 2$ matrix

$$D = \begin{pmatrix} d_{11} & d_{12} \\ d_{21} & d_{22} \end{pmatrix}$$
to be negative definite, we must have \( -d_{11} > 0 \) and \( \text{det}(D) > 0 \).

Hence, \( 2 - \mu(t) > 0 \), which implies that \( 0 < \mu(t) < 2 \). Moreover, \( \text{det}(A^*) = (\mu(t) - 2)((\mu(t)a(t) - 2)a(t)) > 0 \), for \( a(t) > 1 \) and \( \mu(t) < \frac{2}{a(t)} \).

As before, since \( B = I \), condition (3.7) is satisfied with \( \alpha^2 = \beta^2 = 1 \). Thus, \( -\frac{\xi}{\beta^2} = -\xi \). In addition, \( 1 - \mu(t)\xi > 0 \), which implies that \( -\frac{\xi}{\beta^2} \in \mathbb{R}^+ \). Thus for \( a(t) > 1 \) and \( \mu(t) < \frac{2}{a(t)} \), we have the zero solution of (3.17) is uniformly exponentially stable.

Next we turn our attention to the nonlinear delay dynamical system

\[
x^\Delta = Ax(t) + f(t, x) + g(t, x(\delta(t)))\delta^\Delta(t), t \in [t_0, \infty)_T
\]

(3.18)

where \( f(t, 0) \), \( g(t, 0) = 0 \). Due to the presence of the delay function \( g \) a different Lyapunov functional will have to be used.

First we state the following Lemma which we need in the differentiation of the next Lyapunov functional.

**Lemma 3.10.** ([1, Lemma 3.], [2]) Suppose that \( T \) is a time scale having a strictly increasing, and invertible delay function \( \delta : [t_0, \infty]_T \to [\delta(t_0), \infty]_T \), \( t_0 \in T \) such that \( \delta(t) < t \) and \( |\delta^\Delta(t)| < \infty \). Then for a given rd–continuous function \( f : T \to \mathbb{R} \), we have

\[
\left( \int_{\delta(t)}^{t} f(s)\Delta s \right)^\Delta = f(t) - f(\delta(t))\delta^\Delta(t).
\]

(3.19)

**Theorem 3.11.** Assume the conditions of Theorem 3.2 hold. If

\[
\lim_{|x| \to 0} \frac{|g(\delta^{-1}(t), x)|}{|x|} = 0,
\]

(3.20)

\[
\lim_{|x| \to 0} \frac{\mu(t)|g(t, x(\delta(t)))|}{|x|} = 0
\]

(3.21)

\[
\lim_{|x| \to 0} \frac{\delta^\Delta(t)|g(t, x(\delta(t)))|}{|x|} = 0
\]

(3.22)

and

\[
\lim_{|x| \to 0} \frac{\mu(t)\delta^\Delta(t)|g(t, x(\delta(t)))|}{|x|} = 0
\]

(3.23)
uniformly for \( t \in [t_0, \infty)_T \), then

a) the zero solution of (3.18) is (AS).

b) In addition, if there exists a positive constant \( M \) such

\[
t - \delta(t) \leq M, \text{ for all } t \in [t_0, \infty)_T
\]

then the zero solution of (3.18) is (US).

**Proof.** Consider the Lyapunov functional

\[
V(t, x) = x^T Bx + \int_{\delta(t)}^{t} g^2(\delta^{-1}(s), x(s))\Delta s.
\]  

Then by a similar argument as in the proof of Theorem 2.2 and by Lemma 3.1, we have along the solutions of (3.18) that

\[
\dot{V}(t, x) = (x^\Delta)^T Bx + (x^\sigma)^T Bx^\Delta \\
+ g^2(\delta^{-1}(t), x(t)) - g^2(t, x(\delta(t)))\delta^\Delta(t) \\
\leq -\xi|x|^2 + 2|x||B||f(t, x)| + 2\mu(t)||f(t, x)|||BA||x| + \mu(t)||B||f^2(t, x) \\
+ g^2(\delta^{-1}(t), x(t)) - g^2(t, x(\delta(t)))\delta^\Delta(t) \\
+ \left( 2|x||B||g(t, x(\delta(t)))| + 2\mu(t)||g(t, x(\delta(t)))||g(t, x(\delta(t)))| \\
+ 2\mu(t)||f(t, x(t))||B||g(t, x(\delta(t)))| \\
+ \mu(t)||B||g^2(t, x(\delta(t)))\delta^\Delta(t) \right)\delta^\Delta(t)
\]

Next we simplify (3.26). As before, for \( \gamma > 0 \) with

\[
|x| \leq \gamma, \text{ for } t \in [t_0, \infty)_T,
\]

we have that

\[
g^2(\delta^{-1}(t), x(t)) \leq \frac{\xi}{8}|x|^2, \text{ by (3.20)}
\]

\[
2|B||g(t, x(\delta(t)))|\delta^\Delta(t) \leq \frac{\xi}{8}|x|, \text{ by (3.21)}
\]

\[
2\mu(t)||BA||g(t, x(\delta(t)))|\delta^\Delta(t) \leq \frac{\xi}{8}|x|, \text{ by (3.23)}
\]

\[
2\mu(t)||f(t, x(t))||B||g(t, x(\delta(t)))|\delta^\Delta(t) \leq \frac{\xi}{8}|x|^2, \text{ by (3.23) and (3.8)}
\]
and 
\[
\mu(t)|B|g^2(t, x(\delta(t)))(\delta^\Delta(t))^2 \leq \frac{\xi}{8}|x|^2 \text{ by (3.22) and (3.23)}.
\]

Putting everything together, we arrive at
\[
\dot{V}(t, x) \leq -\frac{7}{8}\xi|x|^2 \quad (3.27)
\]

Let \(\varepsilon \in (0, \gamma)\) be given. We will find a \(\delta > 0\) so that for any bounded initial function \(\phi : [\delta(t_0), t_0]\to \mathbb{R}^n\) with \(||\phi|| < \delta\), we have \(|x(t, t_0, \phi)| < \varepsilon\). Due to (3.27), \(V\) is decreasing and hence for \(t \geq t_0\) we have that
\[
\alpha^2||x||^2 \leq V(t, x) \leq V(t_0, \phi)
\]
\[
\leq \beta^2||\phi||^2 + \int_{\delta(t_0)}^{t_0} \frac{\xi}{8}|\phi|^2 \Delta s
\]
\[
\leq \beta^2||\phi||^2 + (t_0 - \delta(t_0))\frac{\xi}{8}||\phi||^2
\]
\[
\leq (\beta^2 + t_0\frac{\xi}{8})||\phi||^2. \quad (3.28)
\]

Or,
\[
|x(t, t_0)\phi| \leq \varepsilon, \text{ for } \delta = \left\{\frac{1}{1/\alpha^2(\beta^2 + t_0\xi/8)}\right\}^{1/2} \varepsilon.
\]

This shows the zero solution is stable.

Next we show that \(x(t, t_0, \phi)\to 0\) as \(t \to \infty\). We will prove this by contradiction. Suppose \(|x(t, t_0, \phi)| \not\to 0\), then there exists a large \(T \in \mathbb{T}\) and positive and small \(\rho\) such that \(|x(t, t_0, \phi)| > \rho\) for all \(t \geq T\). Next we integrate (3.27) from \(T\) to \(t\) and get
\[
0 \leq V(t, x) \leq V(T, x) - \frac{7}{8}\xi \int_{T}^{t} |x(s)|^2 \Delta s
\]
\[
\leq V(T, x) - \frac{7}{8}\xi (t - T)\rho \to -\infty, \text{ as } t \to \infty,
\]
which is a contradiction. This completes the proves of (AS).

As for part b), by (3.24) we have from (3.28) that
\[
|x(t, t_0\phi)| \leq \left\{1/\alpha^2(\beta^2 + \frac{M\xi}{8})\right\}^{1/2} \delta \leq \varepsilon, \quad (3.29)
\]
for \(\delta = \left\{1/\alpha^2(\beta^2 + \frac{M\xi}{8})\right\}^{1/2} \varepsilon\), which prove the zero solution is (US). \(\square\)
Remark 3.12. The existence of $t_0$ on the right-hand side of (3.28) prevented us from proving (US) of the zero solution. In the case $T = \mathbb{R}, \delta(t) = t - r$ for positive constant $r$, we have that $t - \delta(t) = t - (t - r) = r$. As a consequence one can easily conclude (US) from (3.28) by letting $\delta = \left\{ \varepsilon \frac{1}{\alpha^2(\beta^2 + \xi^2)} \right\}^{1/2}$. This is the exact reason why we have to ask for (3.24). Also, note that in (3.24) we do not require that $t - \delta(t) \in T$.

We end the paper with the following open problem.

OPEN PROBLEM

In term of Definition 3.4, what can be said about the uniform asymptotic stability (UAS) of the zero solution of (3.18).
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