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ABSTRACT: The main goal of this work is to numerically investigate the sensitivity of biomechanical responses of deformable, porous media to applied external loads. Fluid flows through deformable porous media are relevant for many applications in biology, medicine and bioengineering, like perfusion of tissues in the human body, or fluid flows inside cartilages, bones, and engineered tissue scaffolds. Sensitivity analysis provides valuable insights about how robust the system is with respect to changes in parameters and data and reveals which ones are the most influential for the solutions, and could potentially be used as control agents.
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1. INTRODUCTION

Poro-visco-elastic models provide a good representation of the mechanical characteristics of biological tissues like articular cartilages, bones, and engineered tissue scaffolds, and have been widely used to analyze in vitro creep and stress relaxation experiments on the tissues under confined and unconfined compression tests \([6, 9, 12, 14]\). The models couple the viscoelastic solid matrix with the interstitial fluid flow through the permeability tensor which is dependent on the solid dilation. Biological tissues have a mass density similar to that of water, so the assumption is that the solid and fluid are incompressible components in the mixture. In most applications, the dynamics of these fluid-solid mixtures are driven by boundary forces (applied external loads) and therefore the investigation of their influence on the biomechanical responses of the coupled systems is of utmost importance.

This issue was recently considered in a series of papers \([5, 15]\). The first one focused on (i) well-posedness analysis for 3-D poro-elastic and poro-visco-elastic nonlinear systems, and (ii) associated numerical investigation of the corresponding 1-D model. The results highlighted the role of the structural viscosity in lowering the time regularity requirements for the data (volumetric and boundary forcing terms) in comparison to the poro-elastic scenario and provided numerical clues that sudden changes in the data may lead to fluid energy blow-up and micro-structural damage in the absence of structural viscoelasticity. This new hypothesis for tissue micro-structural damage was further investigated in \([15]\). The response of deformable porous media with incompressible constituents to external applied loads (either step or trapezoidal pulses) and the role that the structural viscosity plays in this response were analyzed for the 1-D prototype. The authors showed that the fluid velocity within the medium could increase tremendously (even up to infinity), should the external applied load experience sudden changes in time and the structural viscoelasticity be too small. Moreover, \([15]\) provided a dimensional analysis of the system and identified some dimensionless parameters that could be used in the design of structural properties and experimental conditions in order to maintain the fluid velocity within the medium below a desired threshold, and implicitly prevent potential damage to the tissue.

In \([1, 2]\), we built upon the results in \([5]\) and performed sensitivity anal-
ysis on the 1-D poro-elastic and poro-visco-elastic solutions with respect to the boundary traction. The viscous component was added in the constitutive stress-strain relation for the solid in the form of \( \delta \frac{\partial^2 u}{\partial t \partial x} \), where the parameter \( \delta = \lambda_v + 2\mu_v \) indicated the extent to which the model included viscoelastic effects for the solid component, with \( \delta = 0 \) corresponding to the purely elastic case. We found that the effects of the boundary source of traction were most significant for the discharge velocity, especially in the \( \delta = 0 \) case. This was very much in agreement with the numerical investigation in [5], which hinted that the fluid energy (which is dependent on the discharge velocity) becomes unbounded as the boundary source of traction loses smoothness in time and visco-elasticity is no longer present. Overall, we concluded that the boundary traction can be used as a control parameter for both the fluid pressure and discharge velocity. In comparison, the solid displacement was the least sensitive to boundary data in both elastic and viscoelastic scenarios. This suggested that small changes in displacement may actually correspond to large changes in fluid pressure and discharge velocity, and thus solely monitoring the solid displacement of the material may not be indicative of the fluid-dynamical state inside the medium. Further, if one’s main interest is in controlling the solid displacement, then it would be more effective to act on the material elastic and visco-elastic properties rather than the boundary traction. Overall, our numerical results in [1, 2] showed that the solution (solid displacement, fluid pressure and discharge velocity) was more sensitive to boundary traction in the elastic case than in the visco-elastic scenario. Based on the observations mentioned above, we expected to see a direct correlation between the sensitivities and the viscous effects present in the solid component (quantified by \( \delta \)). However, the numerical sensitivities were not monotonic with respect to the amount of structural viscosity included and rather exhibited complex behavior in space and time. This result prompted the need for dimensional analysis, where relevant physical and geometrical parameters of the problem are combined in dimensionless numbers that can be used to establish some equivalences between behaviors of apparently different systems [15].

In this work, we complement the results from [15] by numerically investigating the sensitivities of the 1-D dimensionless poro-visco-elastic solutions to applied boundary loads and their dependence on the dimensionless parameters identified in [15].
2. PDE MODEL

We consider the 1-D poro-visco-elastic model under the assumptions of small deformations, full saturation of the mixture, incompressibility of the mixture constituents, negligible inertia, and zero volumetric sources of linear momentum and fluid mass [15]. The PDE system is given by

\[
\begin{align*}
\frac{\partial \sigma}{\partial x} &= 0 \quad \text{in } (0, L) \times (0, T) \\
\frac{\partial \zeta}{\partial t} + \frac{\partial v}{\partial x} &= 0 \quad \text{in } (0, L) \times (0, T) \\
u(0, t) &= 0 \quad t \in (0, T) \\
v(0, t) &= 0 \quad t \in (0, T) \\
\sigma(L, t) &= -P(t) \quad t \in (0, T) \\
p(L, t) &= 0 \quad t \in (0, T) \\
u(x, 0) &= 0 \quad x \in (0, L)
\end{align*}
\]  

where \( \sigma \) is the total stress of the mixture, \( \zeta \) is the fluid content, \( v \) is the discharge velocity, \( u \) is the solid displacement, \( p \) is the fluid pressure, and \(-P(t)\) is the boundary traction. The equations (2.1) and (2.2) represent the balance of linear momentum for the fluid-solid mixture and balance of mass of the fluid component, respectively.

The stress \( \sigma \) is comprised of the elastic stress \( \sigma_e \), visco-elastic stress \( \sigma_v \), and pressure \( p \), and is given by

\[
\sigma = (\lambda_e + 2\mu_e) \frac{\partial u}{\partial x} + (\lambda_v + 2\mu_v) \frac{\partial^2 u}{\partial t \partial x} - p
\]  

where \( \lambda_e, \mu_e \) and \( \lambda_v, \mu_v \) are the Lamé elastic and visco-elastic parameters respectively.

Due to the assumption of incompressibility of the fluid and solid components of the mixture, the fluid content equals the dilation of the solid, i.e.,

\[
\zeta = \frac{\partial u}{\partial x}.
\]

By Darcy’s law, the constitutive equation for the discharge velocity is given by

\[
v = -K \frac{\partial p}{\partial x}
\]
where \( K = K(\partial u/\partial x) \) is the permeability, whose structure depends on the geometrical architecture of the pores and the physical properties of the fluid. In biological applications, \( K \) often depends nonlinearly on \( \partial u/\partial x \), resulting in a nonlinear coupling of the balance equations. However, in this paper we will focus on the case \( K = K_0 \) constant, just like in \([15]\).

As we mentioned in the introduction, we studied the sensitivity of the solutions of the system (2.1)-(2.6) with respect to boundary traction in \([1, 2]\). In particular, we looked at how varying the amount of viscous effects being included in the solid component (quantified by the viscoelastic parameter \( \delta = \lambda_v + 2\mu_v \)) affected these sensitivities. We found that the sensitivities as functions of \( \delta \) often exhibited complex behaviors in space and time and concluded that \( \delta \) was not a good control parameter for the system. For this reason, in this work we perform sensitivity analysis on a dimensionless version of the model (2.1)-(2.6), which may highlight more clearly which physical and geometrical parameters of the problem will act as good control parameters.

Following \([15]\), we define the dimensionless (or scaled) variables to be

\[
\hat{x} = \frac{x}{[x]}, \quad \hat{t} = \frac{t}{[t]}, \quad \hat{P} = \frac{P}{[P]}, \quad \hat{\sigma} = \frac{\sigma}{[\sigma]}, \quad \hat{u} = \frac{u}{[u]}, \quad \hat{v} = \frac{v}{[v]}, \quad \hat{p} = \frac{p}{[p]}.
\]

The bracket notation used above denotes the characteristic value for the respective variable. We note that the choice of characteristic values is not trivial and, in general, characteristic values are not unique. In this work, we select the characteristic values found in \([15]\), which are given by

\[
[x] = L, \quad [t] = L^2/K_0\mu, \quad [P] = P_{ref}, \quad [\sigma] = P_{ref}
\]

\[
[u] = \frac{P_{ref}L}{\mu}, \quad [v] = \frac{K_0P_{ref}}{L}, \quad [p] = P_{ref}
\]

where \( P_{ref} \) is a reference value, for example the mean value of the given function \( P(t) \).

For \( \hat{T} = \frac{T}{[t]} \), the dimensionless system is then given by

\[
\frac{\partial \hat{\sigma}}{\partial \hat{x}} = 0 \quad \text{in } (0, 1) \times (0, \hat{T}) \quad (2.11)
\]

\[
\frac{\partial^2 \hat{u}}{\partial t \partial \hat{x}} + \frac{\partial \hat{v}}{\partial \hat{x}} = 0 \quad \text{in } (0, 1) \times (0, \hat{T}) \quad (2.12)
\]

\[
\hat{u}(0, \hat{t}) = 0 \quad \hat{t} \in (0, \hat{T}) \quad (2.13)
\]
\[ \dot{v}(0, \hat{t}) = 0 \quad \hat{t} \in (0, \hat{T}) \tag{2.14} \]
\[ \hat{\sigma}(1, \hat{t}) = -\hat{P}(\hat{t}) \quad \hat{t} \in (0, \hat{T}) \tag{2.15} \]
\[ \hat{p}(1, \hat{t}) = 0 \quad \hat{t} \in (0, \hat{T}) \tag{2.16} \]
\[ \hat{u}(\hat{x}, 0) = 0 \quad \hat{x} \in (0, 1) \tag{2.17} \]

with constitutive equations
\[ \hat{\sigma} = \frac{\partial \hat{u}}{\partial \hat{x}} + \hat{\eta} \frac{\partial^2 \hat{u}}{\partial \hat{t} \partial \hat{x}} - \hat{p} \tag{2.18} \]
\[ \hat{v} = -\frac{\partial \hat{p}}{\partial \hat{x}} \tag{2.19} \]

The parameter \( \hat{\eta} \) in (2.18), given by
\[ \hat{\eta} = \frac{L^2}{K_0} (\lambda_v + 2\mu_v), \tag{2.20} \]

is the analog to the viscoelastic parameter \( \delta \) used in [1, 2, 5], with \( \hat{\eta} = 0 \) corresponding to \( \delta = 0 \), which is the poro-elastic case.

The solution to the dimensionless system was found in [15] to be
\[ \hat{u}(\hat{x}, \hat{t}) = -2 \sum_{n=0}^{\infty} \frac{(-1)^n y_n(\hat{x})}{1 + \hat{\eta} \hat{\lambda}_n} \exp \left( -\frac{\hat{\lambda}_n}{1 + \hat{\eta} \hat{\lambda}_n} \hat{t} \right) \ast \hat{P}(\hat{t}) \tag{2.21} \]
\[ \hat{p}(\hat{x}, \hat{t}) = 2 \sum_{n=0}^{\infty} \frac{(-1)^n y'_n(\hat{x})}{\sqrt{\hat{\lambda}_n(1 + \hat{\eta} \hat{\lambda}_n)}} \left[ \hat{P}(\hat{t}) - \frac{\hat{\lambda}_n}{1 + \hat{\eta} \hat{\lambda}_n} \exp \left( -\frac{\hat{\lambda}_n}{1 + \hat{\eta} \hat{\lambda}_n} \hat{t} \right) \ast \hat{P}(\hat{t}) \right] \tag{2.22} \]
\[ \hat{v}(\hat{x}, \hat{t}) = 2 \sum_{n=0}^{\infty} \frac{(-1)^n y_n(\hat{x})}{1 + \hat{\eta} \hat{\lambda}_n} \left[ \hat{P}(\hat{t}) - \frac{\hat{\lambda}_n}{1 + \hat{\eta} \hat{\lambda}_n} \exp \left( -\frac{\hat{\lambda}_n}{1 + \hat{\eta} \hat{\lambda}_n} \hat{t} \right) \ast \hat{P}(\hat{t}) \right] \tag{2.23} \]
\[ \hat{\sigma}(\hat{x}, \hat{t}) = -\hat{P}(\hat{t}) \tag{2.24} \]

where \( ' \) denotes ordinary differentiation, \( \ast \) denotes convolution, and, for \( n = 0, 1, \ldots, \)
\[ \hat{\lambda}_n = \frac{(2n + 1)^2 \pi^2}{4}, \tag{2.25} \]
\[ y_n(\hat{x}) = \sin \left( \sqrt{\hat{\lambda}_n} \hat{x} \right). \tag{2.26} \]

For well-posedness results on the dimensionless system, see [15].
3. NUMERICAL SOLUTION

The system was solved numerically using the approach outlined in [2, 5]. The algorithm is comprised of a backward Euler discretization in time and a dual mixed hybridized (DMH) finite element discretization in space. The DMH finite element algorithm treats both the primal variables \( \hat{u}, \hat{p} \) and the dual variables \( \hat{v}, \hat{\sigma} \) as independent variables. The DMH finite element solutions \( \hat{u}_h, \hat{p}_h \) are further restricted to the interior of the elements and the approximation of their values at the spatial nodes are treated as separate variables \( \hat{u}_h, \hat{p}_h \). One might intuitively think that the introduction of so many variables would increase computation time adversely. However, the equations resulting from this algorithm are mostly local and as such an elimination procedure called static condensation can be used to eliminate \( \hat{u}_h, \hat{p}_h, \hat{v}_h, \hat{\sigma}_h \) in favor of the nodal variables \( \hat{u}_h, \hat{p}_h \) and the problem data.

The resulting solution was validated against the series approximations (2.21)-(2.23). The norm used to measure the difference of the approximated solution with the series approximation is given by

\[
\|w\|_Q := \sup_{t \in [0, \hat{T}]} \|w(t)\|_{L^2(0,1)}
\]

for any function \( w(x, t) \). Using this norm, we found that our algorithm consistently gives solutions within \( 10^{-5} \) of the series approximation.

4. SENSITIVITY ANALYSIS

Our main objective is to determine the sensitivity of \( (\hat{u}, \hat{p}, \hat{v}) \) with respect to the boundary traction \( \hat{P} \) and observe how the value of \( \hat{\eta} \) affects these sensitivities. This, in essence, amounts to computing the sensitivity matrix \( \frac{\partial (\hat{u}, \hat{p}, \hat{v})}{\partial \hat{P}} \) for many different values of \( \hat{\eta} \). In this case, since the series solution is known and the system is linear, we can compute series representations of the sensitivities analytically. However, if we allow permeability to be nonlinear (which is the next step in this analysis), we will need to use computational methods in order to obtain approximate sensitivities.

The following simulations were done using the complex step method to compute the sensitivities [3, 4, 7, 8, 10, 11]. This method utilizes complex anal-
ysis in a clever way to approximate derivatives without any type of cancellation
error. The complex-step derivative approximation is given by \( \frac{\partial f}{\partial x} \approx \frac{\text{Im}[f(x+ih)]}{h} \),
for small step size parameter \( h \) (up to machine precision). The complex-step
estimate is very accurate and extremely robust in numerical computations,
while retaining a reasonable computational cost \([3, 4]\). The main advantage
of this method is that the complexity of the algorithm is the same as the
complexity of the algorithm that solves the system of equations. For complete
details on the complex step method see \([3]\) and the references therein. In our
case, due to the linearity of the system, the complex step method is equivalent
to numerically solving the sensitivity system. Series approximations to the
sensitivities (which we obtained using (2.21)-(2.23)) were also used to validate
the results. This suggests that the complex step method may be an appropri-
ate method for computing sensitivities in the case of nonlinear permeability.
Thus, our work here both studies the sensitivity of the system in the case of
constant permeability and provides evidence for the use of the complex step
method when the permeability is a nonlinear function of dilation.

In order to numerically approximate the functional derivative \( \frac{\partial \hat{u}}{\partial \hat{P}}, \frac{\partial \hat{p}}{\partial \hat{P}}, \frac{\partial \hat{v}}{\partial \hat{P}} \)
respectively) we approximate \( \hat{P} \) with linear splines \( s_1, \ldots, s_n \) giving us
\[
\hat{P}(\hat{t}) \approx \tilde{P}(\hat{t}) = \sum_{i=1}^{n} \alpha_i s_i(\hat{t})
\] (4.1)
for some constants \( \alpha_i, i = 1, \ldots, n \). We then use the complex step method to
compute the derivatives of \( \hat{u} \) (\( \hat{p}, \hat{v} \) respectively) with respect to the coordinates
\( \alpha_i \) of \( \hat{P} \) in the linear spline space in order to construct the Jacobian matrix of
\( \hat{u} \) (\( \hat{p}, \hat{v} \) respectively) with respect to \( \alpha = [\alpha_1, \ldots, \alpha_n]^T \). For a given direction
\( \bar{P} \in \text{span}\{s_1, \ldots, s_n\} \), it can be seen that this matrix acts as an approximation
of the action of the functional derivative on \( \bar{P} \) through the chain rule for
Gateaux derivatives \([1, 2]\).

5. RESULTS

In this section, we look at the sensitivities of \( \hat{u}, \hat{p}, \) and \( \hat{v} \) with respect to \( \hat{P} \) in
the direction of the linear splines shown in Figure 1. In particular, we display
here the sensitivities of \( \hat{u} \) in the direction of \( s_2 \) (Figure 1, middle panel) and
the sensitivities of \( \hat{p}, \hat{v} \) in the direction \( s_1 \) (Figure 1, left panel). We note that the behaviors shown and discussed here are typical of the sensitivities for the other splines as well. Understanding the behavior of the sensitivities in the direction of these splines unveils how the sensitivities will behave in any direction that can be accurately approximated by linear splines.

![Figure 1: Linear splines](image)

**General Comments.** We note the following common trend: the sensitivity curves (for all three variables \( \hat{u}, \hat{p} \) and \( \hat{v} \)) appear to follow similar behaviors regardless of the value of \( \hat{\eta} \), except for times that are really close to \( \hat{t} = 0 \). Away from \( \hat{t} = 0 \), the two main differences (with respect to \( \hat{\eta} \)) between the sensitivity curves appear to be their maximum magnitude and the rate at which they react to changes in the slope of \( \bar{P} \). For the magnitudes of the sensitivities, we do see that the maximum is monotonic with respect to \( \hat{\eta} \), with smaller values of \( \hat{\eta} \) resulting in larger maximum magnitudes. This monotonicity in magnitudes, however, is not true over all time and space. Rather, we see that for smaller values of \( \hat{\eta} \), the sensitivities tend to react more quickly to changes in the slope of \( \bar{P} \) which causes the sensitivities for different values of \( \hat{\eta} \) to “cross over” each other. In fact, it appears that there is a “lag” in the sensitivities for larger values of \( \hat{\eta} \) which visually manifests itself in the appearance of the sensitivity curves for smaller values of \( \hat{\eta} \) “leading” the sensitivity curves for larger values of \( \hat{\eta} \) in monotonic order.
On the other hand, near time $\hat{t} = 0$ the sensitivities show drastically different behavior depending upon whether $\hat{\eta} = 0$ or $\hat{\eta} > 0$. This is particularly true for the sensitivities of $\hat{p}$ and $\hat{v}$ when $\hat{\eta} = 0$, which show discontinuities and blow up (respectively) near the boundary $\hat{x} = 1$ where the boundary traction is imposed. This is discussed in more detail below.

Figure 2: Sensitivity of $\hat{u}$ to $\hat{P}$ in direction $s_2(t)$ for $0 \leq \eta \leq 1$

**Sensitivity of the solid displacement $\dot{u}$.** Figure 2 shows the sensitivities of $\dot{u}$ in the direction $\hat{P} = s_2$ at some conveniently selected times $\hat{t}$, for various values of $\hat{\eta} \in [0, 1]$. We chose this particular snapshots to include specific times when the slope of $\hat{P}$ is constant (either positive or negative), as well as changing, and show the behavior of the sensitivities in those scenarios. In general, we found that the magnitude of the sensitivity of $\dot{u}$ with respect to $\hat{P}$ depends mostly upon the magnitude of $\hat{P}$. While $\hat{P}$ is increasing away from zero, we see the magnitudes of the sensitivities of $\dot{u}$ increasing as well. Similarly, when $\hat{P}$ starts decreasing back to zero, we see the magnitudes of the sensitivities of $\dot{u}$ decrease as well, though there is a slight lag in their response.
which is proportional to the value of $\hat{\eta}$.

Note that the bottom right panel of Figure 2 shows the crossing over of the sensitivities due to the change in slope of $\bar{P}$ from positive to negative. This is due to a lag in the reaction of the sensitivities to this change of slope (which occurs at $t = 1.5$) for $\hat{\eta} > 0$. To illustrate this lag further, we plot the maximum value of the magnitude of the sensitivity of $\hat{u}$ in the direction $s_2$ against the time at which it occurs in Figure 3a. Here, we see that smaller values of $\hat{\eta}$ indeed lead to sensitivities with larger magnitudes, which are obtained in shorter time spans. This corresponds to the lag we see in Figure 2 in sensitivities with larger $\hat{\eta}$ values.

![Graph showing the maximum magnitude of sensitivities and the time at which it occurs for each value of $\hat{\eta}$ considered.](image)

(a) Maximum magnitude of $D_{\bar{P}}\hat{u}(s_2)$. (b) Maximum magnitude of $D_{\bar{P}}\hat{p}(s_1)$.

Figure 3: Maximum magnitude of sensitivities and the time at which it occurs for each value of $\hat{\eta}$ considered.

**Sensitivity of the pressure $\hat{p}$**: In Figure 4, we show the sensitivities of $\hat{p}$ in the direction $\bar{P} = s_1$ for various values of $\hat{\eta} \in [0, 1]$. Overall, we see that $\hat{p}$ is most sensitive when the direction $\bar{P}$ has nonzero slope. When $\bar{P}$ is constant, the sensitivities of $\hat{p}$ collapse to 0. Overall, it appears that, for the most part, when the slope of $\bar{P}$ is nonzero we have larger sensitivities for smaller values of $\hat{\eta}$. When the slope of $\bar{P}$ is zero, the sensitivities for smaller values of $\hat{\eta}$ collapse more quickly causing the sensitivity curves for various values of $\hat{\eta}$ to cross over each other similar to the sensitivities of $\hat{u}$.

Interestingly, while we do see that the sensitivities of $\hat{p}$ for larger values of $\hat{\eta}$ react more slowly to changes in the direction $\bar{P}$, the time at which the sensitivities attain their maximum is the same for all $\hat{\eta}$ (see Figure 3b). This
indicates that, unlike the sensitivities of the solid displacement \( \hat{u} \), the sensitivities of \( \hat{p} \) are not exhibiting a true lag in reaction time. Rather, the response of the sensitivities of \( \hat{p} \) to a change in \( \bar{P} \) is simply smaller for larger \( \hat{\eta} \). To investigate this further, we computed the time derivative of the sensitivities using a central finite difference. Figure 5 shows the results at \( \hat{x} = 0 \) for \( \hat{p} \) (left panel) and at \( \hat{x} = 1 \) for \( \hat{v} \) (right panel). Note that the value of \( \hat{x} \) was chosen to correspond with where we see the largest changes in the magnitude of these sensitivities. These plots show that the sensitivities do appear to respond at the same time, however the response when \( \hat{\eta} = 0 \) is much larger than the rest and in general smaller \( \hat{\eta} \) corresponds to a larger response.

**Sensitivity of the velocity \( \hat{v} \):** Figure 6 shows the sensitivities of \( \hat{v} \) in the direction \( \bar{P} = s_1 \) for various values of \( \hat{\eta} \in [0, 1] \). In general, we see that the sensitivities of \( \hat{v} \) are similar to the sensitivities of \( \hat{p} \) in that they are most sensitive when the slope of \( \bar{P} \) is nonzero and collapse when the slope of \( \bar{P} \) is zero. We also see here that the sensitivities attain their maximum magnitude

Figure 4: Sensitivity of \( \hat{p} \) to \( \bar{P} \) in direction \( s_1(t) \) for \( 0 \leq \eta \leq 1 \).
at the same time and that that magnitude is larger for smaller values of $\hat{\eta}$.

**Sensitivity at $\hat{t} = 0$:** When $\hat{\eta} = 0$ and $\hat{t}$ is close to 0 the sensitivities can display some complex and irregular behavior. The behavior here is of
particular interest since, as is noted in [15], the discharge velocity experiences blow up at \( \hat{t} = 0 \) in the purely elastic case of \( \hat{\eta} = 0 \). Here, we see that at \( \hat{t} = 0 \) and for \( \hat{\eta} = 0 \) the sensitivity of \( \hat{p} \) experiences a discontinuity at \( \hat{x} = 1 \) (note the boundary condition on \( \hat{p} \) at \( \hat{x} = 1 \) is a homogeneous Dirichlet condition) and the sensitivity of \( \hat{v} \) blows up at \( \hat{x} = 1 \). These sensitivities are shown in Figure 7. Note that the log of the sensitivity of \( \hat{v} \) (right panel) is shown to better illustrate the blow up.

![Figure 7: Sensitivity of \( \hat{p} \) (left panel) and log of sensitivity of \( \hat{v} \) (right panel) with respect to \( \hat{P} \) in direction \( s_1 \) at time \( t = 0 \).](image)

6. CONCLUSIONS AND FUTURE WORK

Our results consistently show that the maximum magnitude of the sensitivities (for all three variables \( \hat{u}, \hat{p} \) and \( \hat{v} \)) is largest when \( \hat{\eta} = 0 \) and gets smaller monotonically with respect to \( \hat{\eta} \). However, the magnitudes of the sensitivities were not always monotonic with respect to \( \hat{\eta} \) and this is due to the response of the sensitivities to changes in the slope of \( \hat{P} \) also being dependent upon \( \hat{\eta} \). In general, we found that the sensitivities of the solid displacement experience a lag to changes in the slope of \( \hat{P} \) if \( \hat{\eta} > 0 \) with larger values of \( \hat{\eta} \) corresponding to longer lag times. On the other hand, while the sensitivities of the fluid pressure and discharge velocity did not experience any lags in time, their responses to changes in the slope of \( \hat{P} \) were markedly smaller for larger values of \( \hat{\eta} \).

These results correspond closely with results typically observed in creep tests for poro-visco-elastic materials. The lag in the solid displacement due to
the inclusion of structural viscosity is indicative of the increase in time that it takes for the solid to reach an equilibrium after an applied load [9]. The sharp increase in the sensitivity of the fluid pressure when the slope of the direction $\hat{P}$ changes is itself consistent with the phenomena of fluid load support in the early time response of confined compression creep tests [13]. Further, the sensitivities of the fluid pressure collapse to zero around times were the sensitivities of the solid displacement are experiencing negligible change in time. This indicates moments at which the load has been fully transferred to the strain and the solid has reached an equilibrium which is consistent with experimental results [13].

While the magnitudes of the sensitivities were not monotonic with respect to $\hat{\eta}$, we were still able to observe a correlation between the value of $\hat{\eta}$ and the extent and speed at which the sensitivities responded to changes in the direction $\hat{P}$ as well as the maximum magnitude they obtained. For these reasons, we do believe $\hat{\eta}$ will work better as a control parameter than the measure of structural viscosity $\delta = \lambda_v + 2\mu_v$ that was studied in [1, 2]. This is due to the complex behavior the sensitivities with respect to boundary traction displayed depending upon the range of $\delta$ [1]. Interestingly, while $\hat{\eta}$ does itself contain $\delta$, it is also dependent upon the length $L$ of the domain and the permeability $K_0$. Here, we have only considered constant permeability, however the dependence of $\hat{\eta}$ upon $K_0$ suggests that taking the permeability $K$ to be nonlinear (which is often more physically relevant) may result in interesting behaviors. Considering the case of nonlinear permeability $K$ is currently a work in progress.

Finally, our analysis shows which directions $\hat{P}$ will result in the most significant changes in $\hat{u}, \hat{p}$, and $\hat{v}$. In particular, we can increase the sensitivity for $\hat{u}$ by keeping the direction $\hat{P}$ nonzero and not changing the sign of its slope. On the other hand, $\hat{p}$ and $\hat{v}$ are most sensitive to directions $\hat{P}$ that are always changing. This tells us that while the solid displacement will remain sensitive to a load as long as it is being applied, the fluid pressure and discharge velocity lose sensitivity over time unless the force of the load itself is being changed.
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